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Abstract. Let uε be a solution to the system

div(Aε(x)∇uε(x)) = 0 in D, uε(x) = g(x, x/ε) on ∂D,

where D ⊂ Rd (d ≥ 2), is a smooth uniformly convex domain, and g is
1-periodic in its second variable, and both Aε and g are sufficiently smooth.

Our results in this paper are two folds. First we prove Lp conver-
gence results for solutions of the above system, for non-oscillating operator,
Aε(x) = A(x), with the following convergence rate for all 1 ≤ p < ∞

‖uε − u0‖Lp(D) ≤ Cp


ε1/2p, d = 2,
(ε| ln ε|)1/p, d = 3 ,
ε1/p, d ≥ 4,

which we prove is (generically) sharp for d ≥ 4. Here u0 is the solution to
the averaging problem.

Second, combining our method with the recent results due to Kenig, Lin
and Shen [7], we prove (for certain class of operators and when d ≥ 3 )

||uε − u0||Lp(D) ≤ Cp[ε(ln(1/ε))2]1/p.

for both oscillating operator and boundary data. For this case, we take
Aε = A(x/ε), where A is 1-periodic as well.

Some further applications of the method to the homogenization of Neu-
mann problem with oscillating boundary data are also considered.

1. Introduction and main result

In this paper we continue our study, initiated in [1], of asymptotic behav-
ior of solutions to elliptic systems in divergence form

(1.1) − div(A(x)∇u(x)) = 0, x ∈ D,

set in a bounded domain D ⊂ Rd (d ≥ 2) and with oscillating Dirichlet data

(1.2) u(x) = g
(
x,

x
ε

)
, x ∈ ∂D.

As usual ε > 0 is a small parameter, A(x) = (Aαβ
i j (x)) isRN2

×d2-valued function
defined on Rd, where 1 ≤ α, β ≤ d, 1 ≤ i, j ≤ N, and g(x, y) is RN-valued
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function defined on ∂D ×Rd. Using the summation convention of repeated
indices the operator in (1.1) is defined as1

(1.3) − (Lu)i := (div(A(·)∇u))i (x) =
∂
∂xα

[
Aαβ

i j (·)
∂u j

∂xβ

]
(x),

where u = (u1, ...,uN) and 1 ≤ i ≤ N. In a similar way we define a family of
operators with rapidly oscillating coefficients, namely for each ε > 0 we set

(1.4) − (Lεu)i :=
[
div

(
A

(
·

ε

)
∇u

)]
i
(x) =

∂
∂xα

[
Aαβ

i j

(
·

ε

) ∂u j

∂xβ

]
(x).

For the family of operators {Lε}ε>0 we set L0 to be the homogenized
(effective) operator in a usual sense of the theory of homogenization (see
[4]).

1.1. Assumptions. We will study problem (1.1)-(1.2) under the following
hypotheses.

i (Periodicity) The boundary vector-valued function g is 1-periodic in
its second variable, i.e.

g(x, y + h) = g(x, y), ∀x ∈ ∂D, ∀y ∈ Rd, ∀h ∈ Zd.

When dealing with operator Lε defined in (1.4) we assume that the
matrix A is 1-periodic, i.e.

A(x + h) = A(x), ∀x ∈ Rd, ∀h ∈ Zd.

ii (Ellipticity) There exists a constant c > 0 such that

cξi
αξ

i
α ≤ Aαβ

i j (x)ξi
αξ

j
β ≤ c−1ξi

αξ
i
α, ∀x ∈ Rd, ∀ξ ∈ Rd×N.

iii (Convexity) We assume that ∂D is a uniformly convex hypersurface,
that is all its principal curvatures are bounded away from 0.

iv (Smoothness) We suppose that the boundary value g in both vari-
ables, the all elements of A, and domain D are sufficiently smooth2.

For each ε > 0 let uε be the solution to Dirichlet problem (1.1)-(1.2), and
let u0 be the solution to the system (1.1) with Dirichlet data

(1.5) u0(x) = g(x), x ∈ ∂D,

where g(x) =
∫
Td g(x, y)dy, and Td is the unit torus of Rd. In [1] the current

authors proved that for each κ > d − 1 there exists a constant Cκ so that

(1.6) |uε(x) − u0(x)| ≤ Cκ
ε(d−1)/2

dκ(x)
, ∀x ∈ D,

where d(x) is the distance of x from the boundary of D. From our point-
wise bound (1.6) one could easily obtain Lp convergence of uε to u0 inside
the domain D with the rate of convergence ε1/2p for all 1 ≤ p < ∞ and in

1If not stated otherwise, throughout the text we will use this convention for repeated
indices.

2Here we do not aim to obtain the optimal smoothness, but rather focus on the method
itself.
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all dimensions starting from two. Nevertheless, the results in [1] not be-
ing optimal, raise naturally the question of finding the optimal rate for Lp

convergence. Some remarks are in order.

Remark 1.1. The pointwise convergence result in [1] is stated for the case when
the boundary data g only depends on its periodic variable. Generalization to the
current setting of two variables, given the smoothness of the boundary data, is
straightforward and follows the similar analysis as in [1].

Remark 1.2. The existence of an effective limit u0 for solutions uε follows from [9].
However the methods of [9] do not provide any estimates on the rate of convergence.

Remark 1.3. In a recent work by D. Gérard-Varet and N. Masmoudi [6] the authors
consider the following problem

(1.7) Lεuε(x) = 0, x ∈ D and uε(x) = g
(
x,

x
ε

)
, x ∈ ∂D,

where Lε is defined as in (1.4). The main result of [6] states that under the
assumptions (i)-(iv) there exists a fixed boundary data g∗ so that if u0 is the solution
to the problem

L0u0(x) = 0, x ∈ D and u0(x) = g∗(x), x ∈ ∂D,

then

(1.8) ||uε − u0||L2(D) ≤ Cαε
α, ∀α ∈

(
0,

d − 1
3d + 5

)
.

Now observe that for an operator with constant coefficients the setting of [6], [1],
and the current paper become identical. Then, by the Lp convergence result of [1]
we may replace the exponent α in (1.8) by 1/4 in all dimensions d ≥ 2. This gives
improvement up to dimensions eight including, while for d ≥ 10 the convergence
rate in (1.8) is better. Another motivation for this paper was to investigate the
optimal convergence rate for the result in [6]. In particular we will show that for
some class of operators one can achieve a better convergence rate than that in (1.8)
(see Theorem 1.7 below).

Remark 1.4. Due to the classical work [3], by M. Avellaneda and F.-H. Lin, the
non-oscillating boundary data case of (1.7) is well understood.

In this paper we shall strengthen our results on Lp convergence rate in
[1]. Our technique uses Fourier analysis methods and depends heavily on
the regularity of the operator, and the boundary data, as well as on the
regularity, and uniform convexity of the domain. Although the method is
straightforward and computational analysis, it uses refined and technical
(classical) stationary phase analysis, along with estimates of the Poisson
kernel.

In Theorem 1.7 we describe a possible setting when our methods can be
combined directly with some of the recent results to deal with the problem
of homogenization of elliptic systems with rapidly oscillating coefficients
and boundary data considered in [6]. In section 5 we show that the method
presented here can be applied to study the homogenization of Neumann
problem with fixed operator and oscillating boundary data.
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The main results of this paper are the following.

Theorem 1.5. (Lp-convergence) Let uε be the solution to the problem (1.1)-(1.2)
and u0 to that of (1.1) and (1.5) under assumptions (i)-(iv). Then, for all 1 ≤ p < ∞
one has

‖uε − u0‖Lp(D) ≤ Cp


ε1/2p, d = 2,
(ε| ln ε|)1/p, d = 3 ,
ε1/p, d ≥ 4.

Next, we consider the question of optimality of the Lp convergence rate
provided by Theorem 1.5. In particular we prove that in dimensions greater
than 3 the convergence rate obtained in Theorem 1.5 is sharp. For simplicity
we will consider the case of scalar equations rather than systems, and will
assume that the boundary value g depends only on its oscillating variable,
that is g : Td

→ C, and g =
∫
Td

g(y)dy.

Theorem 1.6. (Optimality) Let N = 1, and uε be the solution to (1.1)-(1.2) and u0
to that of (1.1) and (1.5) under assumptions (i)-(iv). Then for each 1 ≤ p < ∞ there
exists a constant Cp independent of ε, such that

‖uε − u0‖Lp(D) ≥ Cpε
1/p
‖g − g‖L∞(Td).

Theorems 1.5-1.6 imply that the convergence rate of homogenization of
the Dirichlet problem with fixed operator and oscillating boundary data is
optimal when d ≥ 4.

Following [7] we set Pk
γ(x) = xγ(0, ..., 1, 0, ...), with 1 in the k-th position,

where 1 ≤ γ ≤ d and 1 ≤ k ≤ N. We also let L∗ε to be the formal adjoint to Lε,
that is the matrix of coefficients of L∗ε is Aβα

ji .

Theorem 1.7. (Homogenization of elliptic systems) Assume d ≥ 3, and that as-
sumptions (i)-(iv) hold. For each ε > 0 let uε be the solution to the following
problem

(1.9) Lεuε(x) = 0, x ∈ D and uε(x) = g
(
x,

x
ε

)
, x ∈ ∂D.

If L∗ε(Pk
γ) = 0 in D for all 1 ≤ k ≤ N, 1 ≤ γ ≤ d, and ε > 0 then there exists a fixed

boundary data g∗ depending on operator, domain and boundary data g so that if u0
is the solution to the homogenized problem

L0u0(x) = 0, x ∈ D and u0(x) = g∗(x), x ∈ ∂D,

then
||uε − u0||Lp(D) ≤ Cp[ε(ln(1/ε))2]1/p.

The restriction on the operator in the last Theorem means that a certain
family of vector fields in Rd must be divergence free. To see this, observe
that from the definition of L∗ε and Pk

γ we have

(1.10) 0 = L∗ε(P
k
γ) =

∂
∂xα

Aβα
ji

(
·

ε

) ∂(Pk
γ) j

∂xβ

 (x) =
1
ε

∂Aγα
ki

∂xα

(x
ε

)
, ∀x ∈ D, ∀ε > 0.
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If ε > 0 is small enough, the domain (1/ε)D will contain a lattice cube, hence
in view of periodicity of A the condition (1.10) is equivalent to

∂Aγα
ki

∂xα
(x) = 0, ∀x ∈ Rd.

Now set vγk,i(x) = (Aγ1
ki , ...,A

γd
ki )(x), where x ∈ Rd, and 1 ≤ k, i ≤ N, 1 ≤ γ ≤ d.

We obtain that condition (1.10) of Theorem 1.7 is equivalent to

div(vγk,i)(x) = 0, ∀x ∈ Rd, 1 ≤ k, i ≤ N, 1 ≤ γ ≤ d.

Observe that for scalar equations (N = 1) the last condition simply means
that the rows of the coefficient matrix A considered as vector fields in Rd

must be divergence free.

Remark 1.8. In all results above the boundary of the domain is assumed to be
strictly curved in all directions. On the other extreme, when the boundary consists
of flat pieces, the problem for scalar equations (N = 1) is studied in our paper [2]. It
should be noted that the methods in [2] does not apply, at least not straightforwardly,
to systems.

1.2. Preliminaries and Notation. Throughout the text by Γ we denote the
boundary of the domain D. For each x ∈ R (= R1) we set exp(x) = e2πix.
Next, for x ∈ Rd by B(x, r) we denote an open ball in Rd centered at x and
with radius r > 0. For x ∈ Rd, if not stated otherwise |x| denotes its standard
norm. Also by C, C1, C2 we denote absolute constants that may vary from
formulae to formulae.

Before proceeding to proofs of main results, we need the following state-
ments.

Lemma 1.9. Let P(x, y), where x ∈ D and y ∈ Γ, be the Poisson kernel for
the operator L in the domain D under assumptions (i)-(iv). Then for each α =
(α1, ..., αd) ∈ Zd

+ there exists a constant Cα depending on α, domain D, and operator
L, such that

(1.11) |Dα
yP(x, y)| ≤ Cα

1
|x − y|d−1+|α|

, x ∈ D, y ∈ Γ,

(1.12) |P(x, y)| ≤ C0
d(x)
|x − y|d

, x ∈ D, y ∈ Γ,

where |α| = |α1|+ ...+ |αd|, and d(x) is the distance of the point x from the boundary
Γ.

Estimates in (1.11) are proved in [1], Lemma 2.1 (see also [5]). For the
second estimate (with distance) see [3], Theorem 3.

Using (1.12) we can establish uniform bounds with respect to x ∈ D on
the surface integral of |P(x, y)|, which we will use later on.

Claim 1.10. Let P(x, y) be as above. Then, there exists a constant C so that

(1.13)
∫
Γ

|P(x, y)|dσ(y) ≤ C, ∀x ∈ D.
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Proof. Fix x ∈ D. Without loss of generality we will assume that d(x) = |x|,
and the tangent plane to Γ at 0 is {x ∈ Rd : xd = 0}, since otherwise we may
bring x and Γ to these positions by translation and rotation of the coordinate
system. Since D is convex and d(x) = |x| it is clear that x is orthogonal to the
tangent plane of Γ at 0. Next, in view of the smoothness of the domain there
exists a smooth function ϕ : Rd−1

→ R so that for some 0 < δ < 1 small,
which can be chosen independently of x, we have

Γ ∩ B(0, δ) = {(y′, ϕ(y′)) : |y′| ≤ 10δ} ∩ B(0, δ),

where y′ = (y1, ..., yd−1). Also, it is clear that ϕ(0) = ∇ϕ(0) = 0, from which
we get that |ϕ(y′)| ≤ C|y′|2, where |y′| ≤ δ .

It follows from (1.12) that to get (1.13) it is enough to show that∫
Γ∩B(0,δ)

dσ(y)
|x − y|d

≤ C
1
|x|
,

where the constant C is independent of x. Now, making a change of variables
in the last integral we get

(1.14)
∫

Γ∩B(0,δ)

dσ(y)
|x − y|d

≤ C
∫
|y′|≤δ

dy′

|x − (y′, ϕ(y′))|d
.

From orthogonality of x to {x ∈ Rd : xd = 0} and the mentioned properties
of ϕ we have

|x − (y′, ϕ(y′))|2 = |x′|2 + |y′|2 + x2
d − 2xdϕ(y′) + ϕ2(y′) ≥ |x|2 +

1
2
|y′|,

if |x| and δ > 0 are sufficiently small. Using the last inequality from (1.14),
and integrating in the spherical coordinates we get∫
|y′|≤δ

dy′

|x − (y′, ϕ(y′))|d
≤ C

∫
|y′|≤δ

dy′

(|x|2 + |y′|2)d/2
≤ C

δ∫
0

td−2

(|x|2 + t2)d/2
dt ≤

C

δ∫
0

dt
|x|2 + t2 = C

1
|x|

arctan
δ
|x|
.

Since d(x) = |x| the last expression completes the proof. �

Lemma 1.11. ([1], Lemma 2.3) If f ∈ Ck(Td) and τ ∈ R, then

∑
m∈Zd

m,0

1
|m|τ
|cm( f )| ≤ Ck+τ

 ∑
α∈Zd

+, |α|=k

‖Dα f ‖22


1/2

,

provided k + τ > d/2, where cm( f ) is the m-th Fourier coefficient of f , and |α| =
α1 + ... + αd.

An immediate consequence of Lemma 1.11 is the following result.
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Lemma 1.12. Let τ ∈ R, Ω be a compact subset of Rd, and a function f (x, y) :
Ω × Td

→ C be periodic in its second variable. Suppose that for all α ∈ Zd
+ with

|α| ≤ k, Dα
y f (x, y) exists and is continuous on Ω × Td. Then∑

m∈Zd

m,0

|cm( f ; x)|
|m|τ

≤ Ck+τ, f , ∀x ∈ Ω,

provided k + τ > d/2, where cm( f ; x) is the m-th Fourier coefficient of f (x, ·).

2. Proof of Lp-convergence result

Proof of Theorem 1.5. We divide the proof into some steps.
Step 1. Reduction to local graphs. Let z ∈ Γ and r > 0 be small. Then there
exists an orthogonal transformation R such that

(2.1) (R(Γ − z)) ∩ B(0, r) = {(y′, ψ(y′)) : |y′| ≤ 10r} ∩ B(0, r),

where y′ = (y1, ..., yd−1), ψ(0) = ∇ψ(0) = 0 and ∂2ψ

∂y2
j
(0) = a j, j = 1, 2, ..., d − 1,

with a j > 0, and ∂2ψ
∂yi∂y j

(0) = 0, for i , j. Also |Dαψ| ≤ Cα, and 0 < c ≤ a1 ≤ a2 ≤

... ≤ ad−1 ≤ C. We also have

(2.2) K1|y′| ≤ |∇ψ(y′)| ≤ K2|y′|,

where K1 and K2 do not depend on z. Now choose δ > 0 so small that
(a) δ < r

1000 and K1δ < 1,
(b) (2.2) holds for |y′| ≤ K1

4K2
δ,

(c)
∣∣∣∣ ∂2ψ
∂yi∂y j

∣∣∣∣ ≤ a1
1000d for i , j and

∣∣∣∣∣∂2ψ

∂y2
j
− a j

∣∣∣∣∣ ≤ a j

100 for |y′| ≤ 100δ when

j = 1, 2, ..., d − 1,
(d) |n′| ≤ K1δ implies that there exists a unique |y′| ≤ δ so that∇ψ(y′) = n′.
We remark that δ is a constant that does not depend on z. We have

Γ ⊂
⋃
z∈Γ

B(z, 1
2Lδ) where L = K1

4K2d , hence Γ ⊂
M⋃

k=1
B(zk, 1

2Lδ) for some z1, ..., zM
∈ Γ.

We take a partition of unity
M∑

k=1
ϕk = 1 on Γ, where supp(ϕk) ⊂ B(zk,Lδ), and

ϕk ∈ C∞. Set Bk = B(zk,Lδ). Recall that g(x) is the average of g on the unit
torus with respect to its periodic variable, also denote gε(x) := g(x, x/ε).

We have

uε(x) − u0(x) =

M∑
k=1

∫
Γ

P(x, y)[gε(y) − g(y)]ϕk(y)dσ(y) :=
M∑

k=1

Ik,

where

Ik :=
∫
Γ

P(x, y)[gε(y) − g(y)]ϕk(y)dσ(y).
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Step 2. Reduction to volume integrals. Set z = y − zk, then

Ik =

∫
(Γ∩Bk)−zk

P(x, zk + z)[gε − g](zk + z)ϕk(zk + z)dσ(z).

We have (Γ ∩ Bk) − zk = (Γ − zk) ∩ B(0,Lδ). By setting y = Rz we obtain

Ik =

∫
R(Γ−zk)∩B(0,Lδ)

P(x, zk + R−1y)[gε − g](zk + R−1y)ϕk(zk + R−1y)dσ(y).

By (2.1) and (a) we may assume that

R(Γ − zk) ∩ B(0,Lδ) = {(y′, ψ(y′)) : |y′| < 100δ} ∩ B(0,Lδ),

and hence

Ik =

∫
|y′|<Lδ

P(x, zk + R−1(y′, ψ(y′)))[gε − g](zk + R−1(y′, ψ(y′)))·

ϕk(zk + R−1(y′, ψ(y′)))(1 + |∇ψ(y′)|2)1/2dy′.
Step 3. Reduction to oscillatory integrals. Since g is one periodic in its
second variable and sufficiently smooth, we have

g(x, y) =
∑

m∈Zd

cm(x)exp(m · y),

and hence

gε(x) =
∑

m∈Zd

cm(x)exp
(m
ε
· x

)
,

where cm : Γ → CN for each m ∈ Zd. Using this and orthogonality of R we
have

(2.3) [gε − g](zk + R−1(y′, ψ(y′))) =∑
m,0

cm(zk + R−1(y′, ψ(y′)))exp
(m
ε
· zk

)
exp

[1
ε
< Rm, (y′, ψ(y′)) >

]
,

where < ·, · > denotes the usual scalar product. By setting n := Rm and
n = |n|(n′,nd) with |(n′,nd)| = 1 from (2.3) we obtain

[gε − g](zk + R−1(y′, ψ(y′))) =∑
m,0

cm(zk + R−1(y′, ψ(y′)))exp
(m
ε
· zk

)
exp[λF(y′)],

where
F(y′) = n′ · y′ + ndψ(y′),

and λ := |n|
ε = |m|

ε by orthogonality of R. Next, by setting

Φk(y′) = ϕk(zk + R−1(y′, ψ(y′)))(1 + |∇ψ(y′)|2)1/2,
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and

Ik,m =

∫
|y′|<Lδ

cm(zk + R−1(y′, ψ(y′)))P(x, zk + R−1(y′, ψ(y′)))Φk(y′)exp[λF(y′)]dy′,

we obtain
|Ik| ≤

∑
m,0

|Ik,m|.

Step 4. Decay of Ik. We split the study of decay of the integrals Ik,m into two
cases.
Case 1. |n′| ≥ K1δ/2.

We have ∇F(y′) = n′+ nd∇ψ(y′). Then |n′j| ≥ K1δ/2d for some 1 ≤ j ≤ d−1,
hence by (2.2) on supp(Φk) we have

(2.4)

∣∣∣∣∣∣ ∂F
∂y j

∣∣∣∣∣∣ ≥ K1δ
2d
− K2|y′| ≥

K1δ
2d
− K2Lδ =

K1δ
2d
−

K1δ
4d
≥

K1δ
4d
.

Now integrating by parts in Ik,m in the j-th coordinate twice, by virtue of
(2.4) and Lemma 1.9 for all x ∈ D we conclude

(2.5) |Ik,m(x)| ≤ Cλ−2
∫
|y′|≤Lδ

[
|cm| +

∣∣∣∣∂cm
∂y j

∣∣∣∣ +

∣∣∣∣∣∂2cm
∂y2

j

∣∣∣∣∣] (zk + R−1(y′, ψ(y′)))

|x − zk − R−1(y′, ψ(y′))|d−1+2
dy′.

Recall that d(x) is the distance of x ∈ D from the boundary of D, and set

(2.6) Dε = {x ∈ D : d(x) ≥ ε}.

Now observe that

(2.7)
∫
Dε

1
|x − zk − R−1(y′, ψ(y′))|d+1

dx ≤ C
∫
|w|≥ε

dw
|w|d+1

≤ C

C∫
ε

rd−1

rd+1
dr =

C
ε
.

Combining this and (2.5) we obtain∫
Dε

|Ik,m(x)|dx ≤ Cλ−2ε−1
∫
|y′|≤Lδ

|cm| +

∣∣∣∣∣∣∂cm

∂y j

∣∣∣∣∣∣ +

∣∣∣∣∣∣∣∂2cm

∂y2
j

∣∣∣∣∣∣∣
 (zk + R−1(y′, ψ(y′)))dy′.

Now taking into account the smoothness properties of g and applying
Lemma 1.12 to g and to its derivatives to sum up cm and its derivatives,
from the last estimate we obtain

(2.8)
∑
m,0

‖Ik,m‖L1(Dε) ≤ Cε.

Case 2. |n′| < K1δ/2.
Since δ > 0 is small and |(n′,nd)| = 1 we have |nd| > 1/2 and hence∣∣∣∣∣n′nd

∣∣∣∣∣ < K1δ

21
2

= K1δ.
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By (d) there exists a unique ỹ′ with |ỹ′| ≤ δ and ∇ψ(ỹ′) = − n′
nd

. Clearly
∇F(ỹ′) = 0, and using (c) we arrive at∣∣∣∣∣∣ ∂∂y j

(
∂F
∂y j

)∣∣∣∣∣∣ =

∣∣∣∣∣∣∣nd
∂2ψ

∂y2
j

∣∣∣∣∣∣∣ ≥ 1
2

99
100

a1.

From the latter it follows that∣∣∣∣∣∣ ∂F
∂y j

(ỹ′ + se′j)

∣∣∣∣∣∣ ≥ 99
200

a1|s|, |s| ≤ 4δ,

where s is scalar and e′j is the j-th unit vector ofRd−1. By (c) for i , j we have∣∣∣∣∣∣ ∂∂yi

(
∂F
∂y j

)∣∣∣∣∣∣ =

∣∣∣∣∣∣nd
∂2ψ

∂yi∂y j

∣∣∣∣∣∣ ≤ a1

1000d
,

from which we obtain

(2.9)

∣∣∣∣∣∣ ∂F
∂z j

(ỹ′ + z′)

∣∣∣∣∣∣ ≥ c|z j|,

for z′ ∈ C j and ỹ′ + z′ ∈ supp(Φk) where

C j = {z′ ∈ Rd−1 : |z′j| ≥
1

2
√

d − 1
|z′|}, 1, 2, ..., d − 1.

Clearly the cones C j coverRd−1. For j = 1, 2, ..., d−1 there existsω j supported
in C j, smooth away from the origin and homogenous of degree 0 such that

d−1∑
j=1

ω j(z′) = 1, ∀z′ , 0.

Now fix a nonnegative function h ∈ C∞(Rd−1) such that h(y′) = 0 for |y′| ≥ 2
and h(y′) = 1 for |y′| ≤ 1. Setting y′ = ỹ′+z′ and z∗ := zk +R−1(ỹ′+z′, ψ(ỹ′+z′))
we obtain

Ik,m =

∫
|ỹ′+z′|<Lδ

cm(z∗)P(x, z∗)Φk(ỹ′ + z′)exp[λF(ỹ′ + z′)]dz′.

Set

I1
k,m =

∫
|ỹ′+z′|<Lδ

h(ε−1/2z′)cm(z∗)P(x, z∗)Φk(ỹ′ + z′)exp[λF(ỹ′ + z′)]dz′,

and

I2
k,m =

∫
|ỹ′+z′|<Lδ

(1 − h(ε−1/2z′))cm(z∗)P(x, z∗)Φk(ỹ′ + z′)exp[λF(ỹ′ + z′)]dz′,
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so that Ik,m = I1
k,m + I2

k,m. It follows from Lemma 1.9 that∫
Dε

|P(x, y)|dx ≤ C
∫
Dε

dx
|x − y|d−1

≤ C,

uniformly with respect to y ∈ Γ and ε > 0, which together with the smooth-
ness condition on g and Lemma 1.12 gives∑

m,0

∫
Dε

|I1
k,m(x)|dx ≤ C

∑
m,0

∫
|z′|≤2ε1/2

|cm(z∗)|dz′ ≤ Cε(d−1)/2.

For the second part we have I2
k,m =

d−1∑
j=1

I2, j
k,m where

I2, j
k,m =

∫
ω j(z′)(1 − h(ε−1/2z′))cm(z∗)P(x, z∗)Φk(ỹ′ + z′)exp[λF(ỹ′ + z′)]dz′.

Now integrating by parts with respect to z j in I2, j
k,m twice we obtain

(2.10) |I2, j
k,m(x)| ≤ Cλ−2

·∫ ∣∣∣∣∣∣∣ ∂∂z j

 1
∂F
∂z j

∂
∂z j

[
1
∂F
∂z j

ω j(z′)(1 − h(ε−1/2z′))cm(z∗)P(x, z∗)Φk]


∣∣∣∣∣∣∣ dz′

Observe that sinceω j is homogeneous of degree 0, for each j = 1, 2, ..., d−1
and small |z′|we have∣∣∣∣∣∣∣∂

kω j

∂zk
j

(z′)

∣∣∣∣∣∣∣ ≤ C
1
|z′|k

, k = 1, 2, ...

Using this, (2.9), (2.10), Lemma 1.9, and applying Lemma 1.12 we obtain∑
m,0

|I2, j
k,m(x)| ≤ Cε2

6∑
k=1

Ak(x),

where

A1(x) =

∫
ε1/2≤|z′|≤C

1
|z′|4

1
|x − z∗|d−1

dz′,

A2(x) = ε−1/2
∫

ε1/2≤|z′|≤2ε1/2

1
|z′|3

1
|x − z∗|d−1

dz′,

A3(x) =

∫
ε1/2≤|z′|≤C

1
|z′|3

1
|x − z∗|d

dz′,

A4(x) = ε−1
∫

ε1/2≤|z′|≤2ε1/2

1
|z′|2

1
|x − z∗|d−1

dz′,
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A5(x) = ε−1/2
∫

ε1/2≤|z′|≤2ε1/2

1
|z′|2

1
|x − z∗|d

dz′,

and

A6(x) =

∫
ε1/2≤|z′|≤C

1
|z′|2

1
|x − z∗|d+1

dz′.

An easy calculation shows that

∫
Dε

6∑
k=1

Ak(x)dx ≤ C


ε−3/2, d = 2,
ε−1
| ln ε|, d = 3,

ε−1, d ≥ 4,

where we used Fubini’s theorem to change the volume and surface integra-
tions. Using this we obtain

∑
m,0

∫
Dε

|I2, j
k,m(x)|dx ≤ C


ε1/2, d = 2,
ε| ln ε|, d = 3,
ε, d ≥ 4.

Combining together the estimates for I1, j
k,m and I2, j

k,m, and using (2.8) we arrive
at

(2.11)
∫
Dε

|Ik(x)|dx ≤ C


ε1/2, d = 2,
ε| ln ε|, d = 3,
ε, d ≥ 4.

Step 5. Lp estimates. By virtue of (1.13) we have sup
ε>0
‖uε − u0‖L∞(D) < ∞ and

hence

(2.12)
∫

D\Dε

|uε(x) − u0(x)|dx ≤ Cε,

which combined with (2.11) gives the claim when p = 1.
Now for 1 < p < ∞ using the boundedness of uε − u0 we obtain∫

D

|uε − u0|
pdx ≤ C

∫
D

|uε − u0|dx = C‖uε − u0‖L1(D),

hence

(2.13) ‖uε − u0‖Lp(D) ≤ C‖uε − u0‖
1/p
L1(D)

.

Theorem 1.5 is proved. �
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3. Optimality: proof of Theorem 1.6.

Throughout this section instead of systems we will consider equations,
so the operator L is considered only in the case N = 1. We begin with a
simple lemma.

Lemma 3.1. (Concentration near the boundary) Let u be the solution to the Dirichlet
problem for the operator L in the domain D with boundary data g : Rd

→ C which
is Lipschitz with constant Lip(g).

Then there exist constants C1, C2 depending on dimension, domain, operator,
but independent of g, so that for any x ∈ D, ξ ∈ Γ, and small enough δ > 0 one has

|u(x) − g(ξ)| ≤ C1δLip(g) +
1
8
‖g‖∞,

provided |x − ξ| ≤ C2δ.

Proof. By the Poisson representation we have

u(x) =

∫
Γ

P(x, y)g(y)dσ(y), x ∈ D.

Fix ξ ∈ Γ and x ∈ D. If |x − ξ| ≤ δ/2, and |ξ − y| > δ where y ∈ Γ, then
clearly |x−y| > δ/2. Using this, (1.13), the second estimate of Lemma 1.9, and
the fact that the Poisson kernel has integral equal to one over the boundary
Γ, we obtain

(3.1) |u(x) − g(ξ)| = |
∫

y∈Γ

P(x, y)[g(y) − g(ξ)]dσ(y)| ≤

∫
|y−ξ|<δ

|P(x, y)||g(y) − g(ξ)|dσ(y) +

∫
|y−ξ|≥δ

|P(x, y)||g(y) − g(ξ)|dσ(y) ≤

CδLip(g) + C‖g‖∞d(x)
∫

|y−ξ|≥δ

dσ(y)
|x − y|d

,

where the constant C is determined by the Poisson kernel. The last integral
is estimated in a similar way as we proved (1.13), and uniformly with respect
to x we obtain ∫

|y−ξ|≥δ

dσ(y)
|x − y|d

≤ C
1
δ
.

It is left to take x so that |x−ξ| < C2δ, where C2 is a sufficiently small constant
independent of x ∈ D, ξ ∈ Γ and g, hence the claim. �

The next Lemma is essentially the Weyl’s equidistribution theorem, in
our case concerning equidistribution of the scaled surfaces modulo one.

Definition 3.1. For x, y ∈ Rd we say that they are equal modulo one, and write
x ≡ y (mod 1) if x − y ∈ Zd.
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If x ∈ Rd, by x mod 1 we denote the unique point y in the unit torus ofRd

which is equal to x modulo one.

Lemma 3.2. (Equidistribution of scaled surfaces) Suppose Γ is a uniformly convex
smooth hypersurface in Rd (d ≥ 2). Then for any Riemann integrable function
g : Td

→ R one has

(3.2)
∫
Td

g(x)dx = lim
λ→∞

1
Hd−1(Γ)

∫
Γ

g(λy)dσ(y),

where Hd−1 denotes (d − 1)-dimensional Hausdorff measure.

Proof. We first prove the Lemma for smooth functions. Suppose g ∈ C∞(Rd)
and is one periodic. Then

g(x) =
∑

m∈Zd

cmexp(m · x), x ∈ Td,

which converges absolutely. Plugging this expansion into (3.2) we see that
it is enough to prove that

aλ :=
∑
m,0

cm

∫
Γ

exp(λm · y)dσ(y)

converges to 0, as λ → ∞. Denote by σ̂(ξ) the Fourier transform of the
surface measure σ. The following estimate is well-known (see [10], chapter
VIII, Theorem 1)

|̂σ(ξ)| ≤ C|ξ|−(d−1)/2.

Using this estimate we obtain

|aλ| ≤
∑
m,0

|cm||̂σ(λm)| ≤ Cλ−(d−1)/2
∑
m,0

|cm|

‖m‖(d−1)/2
.

The last sum converges due to smoothness of h, and thus we get the claim
for smooth functions.

Now if g is a characteristic function of some rectangle in the unit torus,
then it is easy to see that there exist a sequence of smooth functions fn and
Fn, n = 1, 2, ... so that

1. fn(x) ≤ g(x) ≤ Fn(x), x ∈ Rd,
2. lim

n→∞

∫
Td

[Fn(x) − fn(x)]dx = 0,

from which it follows that (3.2) holds true for characteristic functions of
rectangles. Clearly it will hold true also for their linear combinations, i.e.
step-functions. Now observe that when g is Riemann integrable function,
then the same pointwise bounds from above and below hold true by means
of step-functions, hence the statement �

Applying Lemma 3.2 to characteristic functions we obtain the following
result.
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Corollary 3.3. Let Γ be as above, and A ⊂ Td be a ball. Then

µ(A) = lim
λ→∞

Hd−1{y ∈ Γ : λy mod 1 ∈ A}
Hd−1(Γ)

,

where µ denotes the Lebesgue measure in Rd.

Now we are ready to complete the proof of Theorem 1.6.
Proof of Theorem 1.6. Without loss of generality we may assume that the
boundary data g has mean value 0, and hence u0 = 0.

By the Poisson representation we have

(3.3) uε(x) =

∫
Γ

P(x, y)g(y/ε)dσ(y), x ∈ D.

If g ≡ 0, then we are done, otherwise set E := {x ∈ Td : |g(x)| > 1/2‖g‖∞}.
Clearly E is an open set, and by passing to a subset of positive measure, we
may assume that E is a ball.

Due to Corollary 3.3 there exists a constant c0 > 0 so that for all ε > 0
small enough one has

1
Hd−1(Γ)

Hd−1{y ∈ Γ : |gε(y)| >
1
2
‖g‖∞} >

1
2
µ(E).

Now fix y ∈ Γ, so that |gε(y)| > 1/2‖g‖∞, and apply Lemma 3.1 with

δ =
1

8C1

‖g‖∞
Lip(gε)

=
1

8C1

ε‖g‖∞
Lip(g)

.

We obtain

(3.4) |uε(x) − gε(y)| < ‖g‖∞/4, if x ∈ D, and |x − y| ≤ Cε,

where the constant C is independent of ε. Since |gε(y)| > ‖g‖∞/2 on a fixed
portion of the boundary for all small enough ε > 0, inequality (3.4) implies
that on a fixed portion of the strip Bε := {x ∈ D : d(x) < Cε} one has
|uε(x)| > ‖g‖∞/4, where x ∈ Bε.

Now for 1 ≤ p < ∞ taking the Lp norm of uε only on that strip we obtain
‖uε‖Lp(B) ≥ Cε1/p

‖g‖∞, which proves the theorem. �

We remark here that Theorem 1.6 gives sharp bounds on convergence rate of
the homogenization process in dimensions 4 and higher, and nearly sharp
in dimension 3. For d = 2, and p = 1 we give an example for which the
convergence rate is exactly ε1/2.
Example (d=2). Let B be the unit disc of R2, and g(x1, x2) = exp(x2). Note
that g is one periodic and has mean value 0 in the unit torus. Consider the
following problem: {

∆uε(x) = 0, x ∈ B,
uε(x) = g(x/ε), x ∈ ∂B.

To estimate uε on B we proceed using the method of stationary phase
(see e.g. see [10], chapter VIII). Let P(x, y), where |x| < 1, |y| = 1 be the
Poisson kernel for the Laplace operator in B. We will consider uε(x) only
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at the points |x| < 1/2 where P(x, y) is a smooth function with bounded
derivatives. Observe that the only critical points of the phase function g are
north and south poles of the disc, i.e. n+ := (0, 1) and n− := (0,−1). It is also
clear that these are non-degenerate critical points. Hence we can invoke the
principle of stationary phase (see [10], chapter VIII, Prop. 6) and obtain

uε(x) = Cε1/2[P(x,n+)e
2πi
ε + P(x,n−)e−

2πi
ε ] + O(ε3/2),

where O(ε3/2) is uniform with respect to |x| < 1/2. Now to see that the
two terms in the parentheses do not cancel, it is enough to restrict x to
{x = (x1, x2) ∈ B : |x| < 1/2, 1/4 < x2 < 1/2}. Considering uε on this
subset we see that ‖uε‖L1(B) ≥ Cε1/2, which proves that the convergence rate
provided by Theorem 1.6 in the case p = 1 and d = 2 is sharp.

4. Proof of Theorem 1.7

To prove Theorem 1.7, we will use a recent result due to Kenig-Lin-Shen
[7] to reduce the setting of rapidly oscillating operators to the fixed operator
with oscillating Dirichlet condition, where our method can be applied. We
start with some preliminaries.

For y ∈ Γ set n(y) = (n1(y), ...,nd(y)) to be the unit outward normal to Γ at
the point y. Let Âαβ

i j , 1 ≤ α, β ≤ d, 1 ≤ i, j ≤ N be the (constant) coefficient
matrix of the homogenized operators L0, and set h(y) = (hi j(y))N×N to be the
inverse matrix of (Âαβnα(y)nβ(y))N×N, where y ∈ Γ. It is a classical fact that
the operator L0 is elliptic in a sense of Section 1.1 (ii) (see [4]) hence the
definition of h(y) is correct. Recall that Pk

γ(x) = xγ(0, ..., 1, 0, ...), with 1 in the
k-th position, where 1 ≤ γ ≤ d, 1 ≤ k ≤ N, and L∗ε is the formal adjoint to
Lε, that is the matrix of coefficients of L∗ε is Aβα

ji . We introduce the matrix of
Dirichlet correctors Φ∗kε,γ = (Φ∗1k

ε,γ, ...,Φ
∗Nk
ε,γ ) for the operator L∗ε in the domain D

defined by

(4.1) L∗εΦ
∗k
ε,γ(x) = 0, x ∈ D and Φ∗kε,γ(x) = Pk

γ(x), x ∈ Γ.

For ε > 0 and y ∈ Γ set

(4.2) ωi j
ε (y) = hik(y) ·

∂
∂n(y)

{Φ∗lkε,γ(y)} · nγ(y) · nα(y)nβ(y)Aαβ

l j (y/ε).

Also set gε(x) = g(x, x/ε), where x ∈ Γ. We are now ready to formulate
the result we will use from [7].

Theorem 4.1. (Theorem 3.9, [7]) Let d ≥ 3 and assumptions (i)-(iv) hold. Let also
Lε(uε) = 0 in D and uε = gε on Γ. Then for any 1 ≤ p < ∞ one has

||uε − vε||Lp(D) ≤ C{ε(ln[ε−1M + 2])2
}
1/p
||gε||Lp(Γ),

where L0(vε) = 0 in D and vε = ωεgε on Γ, with ωε defined by (4.2), and M is the
diameter of D.

We remark that this theorem is proved under some mild regularity con-
ditions on the operator, domain and boundary data.
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Proof of Theorem 1.7. Under the condition of the theorem we have that
L∗ε(Pk

γ) = 0 in D from which we get that Φ∗kε,γ ≡ Pk
γ where 1 ≤ γ ≤ d and

1 ≤ k ≤ N. Using this and (4.2) we get

(4.3) ωi j
ε (y) = hik(y)nγ(y)nγ(y)nα(y)nβ(y)Aαβ

kj (y/ε) = hik(y)nα(y)nβ(y)Aαβ

kj (y/ε),

where the last equality is due to the fact that n(y)n(y) = |n(y)|2 = 1 for all
y ∈ Γ. We now proceed to identification of the homogenized boundary data
g∗(x). Recall that since we are working with the family Lε, the coefficient
matrix A is now assumed to be 1-periodic. Set cm(Aαβ

kj ) to be the m-th Fourier

coefficient of Aαβ

kj . For the boundary vector-valued function g(x, y) let g j be its
j-th component, 1 ≤ j ≤ N, and set cm(g j; x) to be the m-th Fourier coefficient
of the function g j(x, ·), where x ∈ Γ.

Now observe that by virtue of Theorem 4.1 to get the homogenization
of problem (1.9) it is enough to homogenize vε. Using (4.3) and Fourier
expansion of A and g(x, ·) for the boundary data of vε we get

(4.4) vε(y) = ωε(y)gε(y) = hik(y)nα(y)nβ(y)Aαβ

kj (y/ε)g j(y, y/ε) =

hik(y)nα(y)nβ(y)
∑

m∈Zd

cm(Aαβ

kj )c−m(g j; y)+

hik(y)nα(y)nβ(y)
∑

m,n∈Zd

m+n,0

cm(Aαβ

kj )cn(g j; y)exp
[y
ε
· (m + n)

]
.

Due to the smoothness conditions on A and g their Fourier series converge
absolutely, hence rearrangements in (4.4) are correct. Set g∗i (y) to be the first
term in the right hand side of (4.4), we claim that the homogenized boundary
data is g∗(x) = (g∗i (x))N

i=1. To see this define u0 as the solution to the following
problem

L0u0(x) = 0, x ∈ D and u0(x) = g∗(x), x ∈ Γ.

By the smoothness of the domain, operator and boundary data, the definition
of vε and u0, it follows from the proof of Theorem 1.5 that

||vε − u0||Lp(D) ≤ Cp

{
(ε| ln ε|)1/p, d = 3 ,
ε1/p, d ≥ 4.

This in combination with Theorem 4.1 finishes the proof of our Theorem 1.7
with homogenized boundary data g∗ defined explicitly in terms of operator,
domain and boundary data g. �

5. The Neumann problem

Throughout this section we will assume that d ≥ 3 and the operator L

is symmetric, i.e. for its coefficients one has A = A∗ or in the explicit form,
Aαβ

i j ≡ Aβα
ji .
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As another application of the proof of convergence result for the Dirichlet
problem, we consider homogenization of the Neumann problem, with oscil-
lating boundary data. Denote by N(x, y) the matrix of Neumann functions
for operator L in the domain D (see [8] for the definition).

For the operator L and for some function Fε : Rd
→ CN consider the

following problem

(5.1)
{
Luε(x) = Fε(x) in D,
∂uε
∂ν (x) = g(x, x/ε) on Γ,

where
(
∂uε
∂ν

)i
(x) = nα(x)Aαβ

i j (x)∂u j
ε

∂xβ
, 1 ≤ i ≤ N, denotes the conormal derivative,

and n(x) is the outward unit normal to Γ at the point x. Here for each ε > 0 one
chooses Fε so that the compatibility condition

∫
D

Fε(x)dx =
∫
Γ

g(y, y/ε)dσ(y)

holds true. In addition we will also assume that sup
ε>0
‖Fε‖∞ < ∞.

Theorem 5.1. (Neumann Problem) Let d ≥ 3, and assume that conditions (i)-(iv)
of Section 1.1 and the symmetry condition A = A∗ hold true. Let uε be a solution
to the system (5.1) and u0 be a solution to the same problem where the boundary
value g is replaced by g, and Fε is replaced by some smooth function F0 to fulfill the
compatibility condition. Set

vε(x) = uε(x) −
1
|Γ|

∫
Γ

uε(y)dσ(y) −
∫
D

N(x, y)Fε(y)dy,

and let v0 be the term corresponding to the homogenized problem. Then for any
1 ≤ p < ∞ one has

‖vε − v0‖Lp(D) ≤ Cp


ε1/p, d = 3,
ε3/2p, d = 4,
ε2/p
| ln ε|1/p, d ≥ 5.

The reader may wonder about the behavior for the Neumann problem,
versus Dirichlet above. A better convergence rate in higher dimensions is a
consequence of the fact that Neumann kernel has lower order singularity in
comparison to Poisson kernel.

The following is an example of problem (5.1), for which the convergence
rate of its solutions is determined by its boundary data.

Example 5.2. For each ε > 0 take Fε = 1
|D|

∫
Γ

g(y, y/ε)dσ(y), and F0 = 1
|D|

∫
Γ

g(y)dσ(y).

Since g is sufficiently smooth function, and Γ is a smooth and uniformly convex
hypersurface, after expanding g into its Fourier series with respect to the periodic
variable, and applying the principle of stationary phase (see [10], chapter VIII,
Theorem 1) on each summand we get

|Fε − F0| ≤ Cε(d−1)/2.
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Using this and Lemma 5.4 below we obtain∣∣∣∣∣∣∣∣
∫
D

N(x, y)(Fε − F0)dy

∣∣∣∣∣∣∣∣ ≤ Cε(d−1)/2
∫
D

|N(x, y)|dy ≤ Cε(d−1)/2,

where C is independent of x ∈ D, and ε > 0. Combining this last estimate with
Theorem 5.1, for each 1 ≤ p < ∞ we obtain

‖uε − u0 −
1
|Γ|

∫
Γ

(uε − u0)dσ(x)‖Lp(D) ≤ Cp


ε1/p, d = 3,
ε3/2p, d = 4,
ε2/p
| ln ε|1/p, d ≥ 5.

The example shows, that we will have the same picture, if we take some smooth
and one periodic function F(x), and proceed by taking Fε(x) = F(x/ε), and F0 =∫
Td

F(x)dx.

Theorem 5.3. (Gradient of Neumann solutions) Keeping the same conditions and
notation of Theorem 5.1, for each 1 ≤ p < ∞, and any 0 < κ < 1/p one has

‖∇(vε − v0)‖Lp(D) ≤ Cp,κε
κ.

For the proofs of Theorems 5.1 and 5.3 we need some preliminary es-
timate. Recall that N(x, y) denotes the matrix of Neumann functions for
operator L in D defined in [8]. We have the following lemma.

Lemma 5.4. Under the assumptions (i)-(iv) of Section 1.1, symmetry condition
A = A∗ and d ≥ 3 for each α = (α1, ..., αd) ∈ Zd

+ there exists a constant Cα such
that for all x ∈ D and y ∈ Γ one has

(5.2) |Dα
yN(x, y)| ≤ Cα

1
|x − y|d+|α|−2

,

and

(5.3) |Dα
y∇xN(x, y)| ≤ Cα

1
|x − y|d+|α|−1

,

where |α| = |α1| + ... + |αd|.

Proof. The case when |α| ≤ 1, under weaker conditions on operator and
domain was treated in [8]. The case of |α| = 2, or even higher orders can be
done by a scaling argument along with up to boundary uniform regularity
for solutions to Neumann problems; see Lemma 2.1 in [1] for a similar
treatment for the Poisson kernel. �

An easy consequence of this lemma is the following bound on the gradi-
ents of uε.

Lemma 5.5. Let uε be a solution to the problem (5.1). Then for each κ > 0 there
exists a constant Cκ independent of ε such that

|∇uε(x)| ≤ Cκ
1

dκ(x)
, ∀x ∈ D.
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Proof. The following representation is known (see [7], Section 4)

(5.4) uε(x) −
1
|Γ|

∫
Γ

uε(x)dx =

∫
D

N(x, y)Fε(y)dy +

∫
Γ

N(x, y)gε(y)dσ(y).

Using the uniform boundedness of Fε and gε with respect to ε > 0, from (5.4)
we obtain

(5.5) |∇uε(x)| ≤ C
∫
D

|∇xN(x, y)|dy + C
∫
Γ

|∇xN(x, y)|dσ(y).

The volume integral in (5.5) is bounded by virtue of estimate (5.3) in Lemma
5.4. For the surface integral, again the estimate (5.3) of Lemma 5.4 gives∫

Γ

|∇xN(x, y)|dσ(y) ≤ C
∫
Γ

dσ(y)
|x − y|d−1

≤
C

dκ(x)

∫
Γ

dσ(y)
|x − y|d−1−κ

.

The last integral is uniformly bounded with respect to x by some constant
depending on κ, hence we obtain the result. �

Proof of Theorem 5.1. In view of (5.4) we have

vε(x) = uε(x) −
1
|Γ|

∫
Γ

uε(y)dσ(y) −
∫
D

N(x, y)Fε(y)dy =

∫
Γ

N(x, y)gε(y)dσ(y).

By this, the proof of the theorem basically follows from the proof of Theorem
1.5, by simple modification. Uniform boundedness of vε(x) with respect to
x ∈ D and ε > 0 now follows from the estimate of |N(x, y)| provided by
Lemma 5.4. Next, instead of (2.6) we consider Dε := {x ∈ D : d(x) ≥ ε2

}. It is
left to replace P(x, y) by N(x, y), and instead of Lemma 1.9 use estimates of
Lemma 5.4 in the proof of Theorem 1.5. Note that a better convergence rate
in comparison with the Dirichlet problem is due to lower singularity of the
kernel N(x, y) than that of P(x, y). �

Proof of Theorem 5.3. By the second part of Lemma 5.4 we see that the
gradient of the Neumann matrix with respect to x variable, which is inside
the domain, enjoys almost the same regularity properties as that of the
Poisson kernel provided by Lemma 1.9. But this regularity is enough to
repeat the steps of the proof of Theorem 1.5 up to Step 5, and to obtain
the same estimates in the region Dε which is away from the boundary. To
complete the proof of the theorem for p = 1 we need to prove the analogue
of (2.12). Here we use Lemma 5.5. Keeping the same notations as in the
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proof of Theorem 1.5 for each small τ > 0 we have

(5.6)
∫

D\Dε

|∇(vε − v0)(x)|dx ≤ Cτ

∫
D\Dε

dx
dτ(x)

≤ Cτ

ε∫
0

dr
rτ

= Cτε
1−τ,

which proves the case p = 1. Now for 1 < p < ∞, take r > p. By the Hölder’s
inequality we obtain

(5.7) ‖∇(vε − v0)‖Lp(D) ≤ ‖∇(vε − v0)‖αr

L1(D)
‖∇(vε − v0)‖1−αr

Lr(D),

where 1/p = αr + (1 − αr)/r, and αr ∈ [0, 1]. From which we conclude

αr =
1
p

r − p
r − 1

.

From Lemma 5.5 we have ‖∇(vε−v0)‖1−αr
Lr(D) ≤ Cτ, where Cτ depends on a small

parameter in the lemma. The bound for Lp-norm now follows form the case
p = 1 and the fact that lim

r→∞
αr = 1/p. �
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